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Abstract

Due to the lack of pairing training data, current algorithms
face challenges in directly generating anime faces. Our goal
is to solve this problem by proposing a diffusion based ani-
mated face generation framework. But in addition to the dif-
fusion algorithm, other existing vision models also perform
very well in various tasks such as image generation. We se-
lect three additional algorithms VAE, GAN and StyleGAN2
to perform the same task, and analyze and compare the advan-
tages and disadvantages of each method. Through the exper-
iment, we analyzed the generated results from both quantita-
tive and qualitative perspectives, and found that StyleGAN2
was the best among the four methods, while diffusion did not
achieve the desired effect. In general, we have found a good
way to generate high-quality animation faces based on the
existing animation pictures.

1 Introduction
In the past, the acquisition of images entailed engaging a
professional artist, where detailed specifications were pro-
vided, and subsequently, the artist would create a metic-
ulously crafted image based on the provided instructions.
Regrettably, this method suffered from inefficiency, labor
intensity, error susceptibility, and was often unable to pro-
duce the intended results. Presently, image generation tools
rooted in advanced image generation techniques have con-
siderably streamlined the creation of a multitude of high-
quality images. Notably, image generation techniques have
perpetually constituted a focal point within the domain of
computer vision, encompassing notable generative models
such as Generative Adversarial Networks (GANs), Varia-
tional Auto-Encoders (VAEs), and flow models.

The Diffusion Model, initially introduced in 2015 in the
seminal article titled ”Deep Unsupervised Learning using
Nonequilibrium Thermodynamics,” addressed a significant
challenge confronted by generative models like VAEs at the
time. These models required the definition of both the con-
ditional distribution and variant biases, necessitating simul-
taneous optimization, a process fraught with complexity. In
contrast to the clarity and intuitive nature of GANs, the Dif-
fusion Model did not receive widespread recognition upon
its initial publication. However, in recent years, the land-
scape of generative models has witnessed rapid evolution,
with cutting-edge text-to-image generation models such as

Google’s Imagen and OpenAI’s DALL·E 2 being rooted in
the architecture of the Diffusion Model.

Recent years have witnessed the demonstration of re-
markable potential of diffusion models across various do-
mains. These models have demonstrated the capacity to
eliminate noise and generate high-resolution synthetic im-
ages with exceptional efficiency, surpassing the performance
of GANs. A pivotal strength of diffusion models is their pro-
ficiency in generating high-quality images distinguished by
attributes like clarity, contrast, and color fidelity. Further-
more, these models facilitate the generation of images char-
acterized by specific textures, styles, and visual effects, un-
derscoring their adaptability. This characteristic endows dif-
fusion models with substantial utility across applications en-
compassing image recognition, computer vision, and natural
language processing. Consequently, diffusion models repre-
sent a versatile tool for image generation, holding consid-
erable research potential and underpinning diverse applica-
tions.

Although Gans have been widely used in the field of im-
age generation before, this paper attempts to compare the
changes of different algorithms on image generation capa-
bilities, especially focusing on the use of anime faces as data
sets, VAE, GAN, StyleGAN2 and DDPM to generate high-
resolution anime faces with characteristics.

In summary, we took a dataset with 63,632 anime faces as
input, trained under four methods respectively, and accord-
ing to the qualitative and quantitative results of the experi-
ment, we found the best method for generating anime face
pictures among the four methods.

2 Relatedwork
2.1 Image Generation
Image generation task refers to the task of generating new
images or image subsets using computer algorithms. This
task is often used in image enhancement, image reconstruc-
tion, image generation, style transfer and other application
scenarios.

In image generation tasks, we usually need to input an
image as input and output a new image. This new image can
be very different from the input image, or it can be based
on the input image with some changes, such as color, tex-
ture, shape, and so on. At present, image generation task



has been widely studied and applied. With the development
of deep learning technology, more and more researchers be-
gin to apply deep learning method to image generation task,
which also brings more solutions and possibilities for image
generation task.

Current popular image generation models include: VAE:
VAE is an unsupervised learning model that generates new
images through the interaction between encoders and de-
coders. The encoder compresses the input image into a low-
dimensional representation, and the decoder reconstructs
that representation into a new image. This model can be used
in image compression, image reconstruction and image gen-
eration. Generative adversarial network (GAN) : A GAN is
a model consisting of a generator that tries to generate data
similar to the real data and a discriminator that tries to dis-
tinguish the real data from the generated data. This model
can be effectively trained to generate new images. However,
it is prone to training instability and mode collapse. Diffu-
sion models: This is a Markov chain-based model that can
generate high-fidelity images from pure noise, but requires
long sampling times and is sensitive to hyperparameters.

2.2 GAN
Generative Adversarial Network (GAN) is a generative
model that learns through the game between two neural net-
works. Generative adversarial networks can learn generative
tasks without using annotated data.

The generative adversarial network generally consists of a
generator (generative network) and a discriminator (discrim-
inant network). The generator generates something, inputs it
into the discriminator, and then the discriminator determines
whether the input is real data or generated by the machine.
If the discriminator is not fooled, the generator continues to
evolve, outputs the second generation Output, and then in-
puts the discriminator. The discriminator is also evolving at
the same time, and has stricter requirements on the output
of the generator. The generator and discriminator confront
each other and continue to learn, and the two networks are
alternately trained and their capabilities are improved syn-
chronously until the data generated by the generated net-
work can be fake and real, and reach a certain equilibrium
with the ability of the discriminator network.

GAN adopts an unsupervised learning training mode,
which can be widely used in unsupervised learning and
semi-supervised learning. Compared with other models,
GAN can produce clearer and more authentic samples. Bet-
ter modeling of data distribution (sharper, clearer images)

But Gans also have some drawbacks: they are difficult
to train and unstable. The Mode Collapse problem requires
good synchronization between generators and discrimina-
tors. The learning process of GANs may have a pattern loss,
and the generator starts to degenerate, always generating the
same sample points, and cannot continue learning.

2.3 Diffusion
Today AIGC is mainly based on diffusion models, diffusion
models are the new SOTA in depth generation models. And
has excellent performance in many application fields, such

as computer vision, NLP, waveform signal processing, mul-
timodal modeling, molecular diagram modeling, time series
modeling, adversarial purification, etc. In addition, diffusion
models are closely related to other research areas, such as
robust learning, representation learning, and reinforcement
learning.

Diffusion Model is a kind of generation model, the prin-
ciple of which is similar to denoising an image. By learn-
ing the process of denoising an image, you can understand
how a meaningful image is generated. The diffusion model
surpasses the original SOTA: GAN in the image genera-
tion task. By making the picture generated by the Genera-
tor as close as possible to the real picture , the GAN model
achieves the purpose of being fake and real. In essence, it
still generates new pictures that are close to the real picture,
so the pictures generated by GAN may not have too many
highlights. DDPM, on the other hand, fits the whole pro-
cess from real picture to random Gaussian noise, and then
generates new pictures through the reverse process, which is
essentially different from GAN.

Therefore, compared with GAN model, the images gen-
erated by diffusion model are more accurate and more in
line with human visual and aesthetic logic. Meanwhile, with
the accumulation of sample number and deep learning time,
diffusion model shows better imitation ability of artistic ex-
pression style.

However, the original diffusion model also has disadvan-
tages, its sampling speed is slow, often requiring thousands
of evaluation steps to extract a sample; Its maximum likeli-
hood estimation cannot be compared with the model based
on likelihood; Its ability to generalize to various data types
is poor.

3 Method
In order to complete the task of generating animation
avatars, we adopt a variety of algorithms with excellent per-
formance in image generation tasks to try to solve them. We
will introduce VAE in section 3.1, stylegan in section 3.2 and
diffusion in section 3.3. Through the analysis and compari-
son of the three methods, we find the best method to solve
the problem. In order to complete the task of generating an-
imation avatar, we adopt a variety of algorithms with ex-
cellent performance in image generation tasks to try to solve
the problem. We will introduce VAE in section 3.1 and style-
gan in section 3.2. section 3.3 introduces diffusion. Through
the analysis and comparison of the three methods, the best
method to solve the problem is obtained.

3.1 VAE
Variational Autoencoder (VAE) is a variant of the autoen-
coder,Instead of mapping the input to a fixed encoding in
the hidden space, the variational self-encoder is converted
into an estimate of a probability distribution over the hidden
space; for ease of representation we assume that the prior
distribution is a standard Gaussian distribution. Similarly,
we train a probabilistic decoder modeling the mapping from
the distribution in the hidden space to the real data distribu-
tion. When given an input, we estimate the parameters about



the distribution (the mean and covariance of the multivariate
Gaussian model) from the posterior distribution and sample
over this distribution, which can be made derivable (as a ran-
dom variable) using a reparameterization trick, and finally
output the distribution about it through the probabilistic de-
coder as shown in Figure 1. In order to make the generated
image as realistic as possible, we need to solve the posterior
distribution with the goal of maximizing the log-likelihood
of the true image.

Figure 1: Sample generation process of the variational self-
encoder

The true posterior distribution is not directly solvable ac-
cording to the Bayesian model containing an integral over a
continuous space of pairs. To solve the above problem, the
variational autocoder uses variational inference by introduc-
ing a learnable probabilistic encoder to approximate the true
posterior distribution, and using the KL scatter measure to
measure the difference between the two distributions, trans-
forming this problem from solving the true posterior distri-
bution to how to reduce the distance between the two distri-
butions.

In synthesis, the variational process described above is the
core idea of the VAE and its various variants, whereby the
problem is transformed into a lower bound of evidence that
maximizes the generation of real data through variational
reasoning.

3.2 StyleGAN
Since the introduction of GANs, rapid advancements have
been witnessed in the field of technology, with applications
spanning various domains. GAN technology has been suc-
cessfully implemented in areas such as image and video
generation, data simulation and augmentation, diverse im-
age stylization tasks, facial and body image editing, as well
as image quality enhancement. StyleGAN stands out as a
cutting-edge, high-quality image generator. Recognized as
a powerful framework for controlling the attributes of gen-
erated images, StyleGAN introduces the concept of a style
space, allowing users to manipulate styles at different lev-
els during image generation, thereby achieving more flexible
and diverse image outcomes. The progressive resolution en-
hancement strategy of StyleGAN enables the generation of
facial images at resolutions up to 1024×1024, with precise
control and editing capabilities for attributes.

The comparison between StyleGAN and the structure of

traditional image generation models is illustrated in Figure
2. The core of StyleGAN2 lies in its Style Modulation Lay-
ers, from which its name is derived. These layers enable the
generation of high-quality image data while achieving con-
trollability over high-level features.

Figure 2: StyleGAN2 architecture

As StyleGAN gained widespread usage, inherent draw-
backs of the model became apparent, such as the issue of ar-
tifacts, including pseudo-shadows. Additionally, researchers
observed a phenomenon known as texture sticking, where
certain attributes in generated images, such as teeth or eyes,
exhibited pronounced spatial biases that were challenging
to address even through latent space interpolation.In sub-
sequent research identified the sources of pseudo-shadows
and redesigned the algorithm to enhance the network. Style-
GAN2 addresses the pseudo-shadow problem of StyleGAN,
leading to the generation of higher-quality image.

3.3 Diffusion
3.3.1 Diffusion Model
The Diffusion Model is a probabilistic model used for im-
age generation. Introduced in 2015 but initially overlooked,
the model gained prominence with the introduction of the
Denoising Diffusion Probabilistic Model (DDPM) in 2020,
leading to a surge in the popularity of generative models.
The core of the diffusion model is a random walk process,
where each pixel’s value gradually diffuses to its surround-
ing pixels. This process involves calculating the diffusion
speed of each pixel based on differences with adjacent pix-
els and updating them accordingly. By controlling the dif-
fusion speed and the number of iterations, the effect of the
generated image can be adjusted.

Inspired by non-equilibrium thermodynamics, the diffu-
sion model now produces the most advanced image quality,



with examples as follows:

Figure 3: Diffusion Model Generation Examples

In terms of training efficiency, diffusion models boast
added advantages in scalability and parallelization. The fun-
damental principle of the Diffusion model can be explained
through probability theory and stochastic process theory.
Specifically, the diffusion and reverse diffusion processes
of the Diffusion model are akin to a random walk process,
where the variance of random noise decreases over time,
facilitating gradual image generation. The Diffusion model
can also be trained using optimization algorithms like gra-
dient descent. This allows the generator to adapt to various
data distributions and generate high-quality images. After
training, randomly sampled noise is input into the model and
then denoised to obtain the corresponding data.The entire
process is shown in Figure 4.

Figure 4: Diffusion Model Working Principle

More precisely, the diffusion model utilizes a Markov
Chain (MC) corresponding to an implicit variable model in
latent space. Through the Markov Chain, noise is gradually
added to the data x at each time step t to obtain the poste-
rior probability q(x(1 : T )x0), where x1,. . . ,xT represent
the input data and also constitute the latent space.

Diffusion Models are divided into a forward diffusion pro-
cess in Figure 5 and a reverse reverse diffusion process in
Figure 6. The following diagram exemplifies the diffusion
process, where the transition from x0 to the final xT ex-
hibits Markov Chain properties, transitioning from one state
to another independent of the previous state. The subscript
denotes the corresponding diffusion process in the diffusion
model.

Figure 5: Diffusion Process

Finally, in the Diffusion Models, a real image input as
x0 is gradually transformed into an image of pure Gaussian
noise xT . The primary training objective of the diffusion
model focuses on the reverse process, learning to generate
new images from pure Gaussian noise and learning the pos-
terior probability of the forward process: specifically, train-
ing the probability distribution p(x(t−1)xt)). By traversing
backwards along the Markov Chain, new data x0 can be re-
generated.

Figure 6: reverse diffusion process

3.3.2 Loss function of Diffusion Model
Through experience, found that training diffusion models
with a simplified objective that ignores the weighting terms
yields better results

Algorithm 1: Training
1: repeat
2: x0 ∼ q(x0)
3: t ∼ Uniform({1, . . . , T})
4: ϵ ∼ N (0, I)
5: Take gradient descent step on

∇θ

∥∥ϵ− ϵθ(
√
ᾱtx0 +

√
1− ᾱtϵ, t)

∥∥2
6: until converged

Algorithm 2: Sampling

1: xT ∼ N (0, I)
2: for t = T to 1 do
3: z ∼ N (0, I) if t > 1, else z = 0

4: xt−1 = 1√
αt

(
xt − 1−αt√

1−ᾱt
ϵθ(xt, t)

)
+ σtz

5: end for
6: return x0

3.3.3 Denoising network architecture
For the reverse process in diffusion models, the parameter-
ization/model structure of Gaussian distribution is chosen.
The diffusion model offers considerable flexibility, with the
only requirement for our architecture being that its input



and output have the same dimensions. Considering this con-
straint, image diffusion models typically employ architec-
tures similar to U-Net. U-Net enables multi-level analysis
and abstraction of the input image, capturing detailed in-
formation more effectively. This architecture allows the net-
work to learn both local and global features of the image and
combine them for more accurate segmentation results.

4 Experiments
We evaluate the performance of above three models using
AnimeFace dataset. The dataset has 63,632 anime face im-
ages. We randomly split 80% as the training set and 20%
as the test set. All models are trained on the train set and
evaluated on the test set.

4.1 Implementation Details
The anime face generation experiments were conducted on
the AnimeFace dataset. Since the resolution of the images
in the dataset is not uniform, we first resize all the images
to 64x64 pixels. The implementation of the three models is
based on PyTorch. We use Adam optimizer with the learning
rate of 0.005. It takes about 30 minutes to train the Vanilla-
VAE with the batch size of 64, about 14 hours to train the
Vanilla-GAN with the batch size of 64, about 12 hours to
train the StyleGAN2 with the batch size of 32 and about 3
day to train the DDPM model with the batch size of 16 on a
single RTX3090 GPU.

4.2 Method Comparison
4.2.1 Quantitative Comparison
We numerically compared the three models in Table 1. We
use the Fréchet inception distance (FID) to quantify the sim-
ilarity of generated images and real images. We found that
the DDPM model achieved the best result on FID.It is worth
noting that the principle of GAN and StyleGAN2 is similar.
By changing the network structure, such high performance
can be improved, and the structure of DDPM can be reason-
ably predicted and appropriately modified, and the capabil-
ity of the original network can also be optimized.

Method FID

Vanilla-VAE 198.35
Vanilla-GAN 222.64
StyleGAN2 4.17

DDPM 19.07

Table 1: It shows the results of the various methods

4.2.2 Qualitative Comparison
We use the same parameters to generate the same number
of avatars for the trained model, and compare the generated
effect according to the naked eye. We found that as the FID
went from high to low, the resolution of the image also in-
creased and the details became more perfect. Among them,
stylegan2 results are the best, maintaining a high degree of
agreement with the original data set.

Figure 7: result of VAE(left) and GAN(right)

In Figure 7,The original VAE and GAN are about 200 in
FID index. From the perspective of qualitative visualization,
the results generated by VAE generally meet the character-
istics of animation, but the overall picture is fuzzy and many
details are lost, such as eye color and hair separation. On
the contrary to VAE, GAN produces better results in detail,
and the characteristics of different animation avatars can be
reflected. On the macro level, there is more random noise,
which proves that the learning of the model is not perfect.

Figure 8: result of StyleGAN2(left) and DDPM(right)

In Figure 8,StyleGAN2, which has the lowest FID index,
performs the best on the animation face generation task, and
gets the best results in detail and general; In addition to the
face part, it can even understand and generate the corre-
sponding dress up, and each avatar has obvious character-
istics and can be applied in practice; diffusion is indeed sim-
ilar to StyleGAN2 in all aspects, but the pixels in the mouth
and eyes are occasionally distorted, which greatly reduces
the production effect.

5 Conclusion
In this paper, how to generate animation avatar problem, we
start from the image generation, using the current excellent
image generation algorithm to solve the problem; We used
VAE, stylegan and diffusion methods. At the same time, us-
ing the same data set as input, we tested the performance of
these methods by both quantitative and qualitative criteria,
and finally found that stylegan2 was the best in both criteria.
This is contrary to the best performance of conventional dif-
fusion, and we assume that we need to modify the basic dif-
fusion framework similar to stylegan2 to get better results,
which is what we plan to do later.
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